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QUESTIONS:

1. Why is data quality important?

2. How can I monitor data quality for VOS and DBCP platforms?

3. Who is responsible for taking follow-up actions to correct deficiencies?

4. Where can I go to get help with improving marine data quality from my network?
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Why is data quality important?
Link to presentation by Darin Figurskey of the National Weather Service, Ocean Prediction Center on 
value of marine observations and the importance of ensuring good quality data.

https://www.youtube.com/watch?v=LLj8_ZxQ0CI
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WIGOS Data Quality Monitoring System (WDQMS)



1

The WDQMS webtool is a resource developed by the World Meteorological Organization WMO, and hosted by 
the European Centre for Medium-Range Weather Forecasts (ECMWF), to monitor the performance of all WMO 
Integrated Global Observing System (WIGOS) observing components.

It monitors the availability and quality of observational data based on near-real-time monitoring information 
from the four participating global Numerical Weather Prediction (NWP) centres: the German Weather Service 
(DWD), the European Centre for Medium range Weather Forecasts (ECMWF), the Japan Meteorological Agency 
(JMA) and the United States National Centers for Environmental Prediction (NCEP). 

The webtool links availability and quality of surface-based observational data from those WIGOS Quality 
Monitoring Centres with the WIGOS metadata and user requirements from OSCAR/Surface, providing free and 
open access information on network/station issues to any user, in particular to WMO Members and to Regional 
WIGOS Centres (RWCs) for follow up.

Please click on the link below to navigate to the WDQMS webtool:
https://wdqms.wmo.int/nwp/marine_surface/

WIGOS Data Quality Monitoring System (WDQMS)

https://public.wmo.int/
https://www.ecmwf.int/
https://public.wmo.int/en/programmes/wigos
https://oscar.wmo.int/surface
https://wdqms.wmo.int/nwp/marine_surface/
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ESURFMAR Marine Observation Monitoring Quality Control Tools 
(QC Tools)
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GROSS ERRORS (GE)
A "gross error" in data refers to a large, obvious mistake in a 
measurement or data point, usually caused by human error 
like misreading an instrument, incorrect data entry, or a faulty 
experimental setup, making it significantly different from other 
data points in the set, essentially an outlier that stands out 
clearly from the rest.

ROOT MEAN SQUARE (RMS)

Root mean square (RMS) is a statistical measurement that can be 
used to compare data sets. It's a standardized way to compare errors 
between different models or systems. The model with the lowest RMS 
value is usually considered the most accurate. RMS is sensitive to 
outliers because large errors have a disproportionate impact on the 
RMS value

STANDARD DEVIATION (SD)
When comparing the standard deviation of two data sets, a 
lower standard deviation indicates that the data points are 
more tightly clustered around the mean, signifying greater 
consistency within that data set, while a higher standard 
deviation means the data points are more spread out, 
indicating greater variability

BIAS
The difference between actual and expected values. 
Bias can be positive or negative. The smaller the value 
the more accurate the observation. Noting that the 
models may not always be correct.
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The ESURFMAR Marine Observation Monitoring Quality Control Tools (QC Tools) is developed and hosted by 
MeteoFrance to monitor the data quality performance of all vessel and buoys.

It monitors the availability and quality of observational data based on near-real-time monitoring information against 
the weather model from MeteoFrance, the European Centre for Medium range Weather Forecasts (ECMWF) and the 
Mercator model for SST.

The webtool links availability and quality of surface-based observational data from those WIGOS Quality 
Monitoring Centres with the WIGOS metadata from OceanOPS, providing free and open access information on 
network/station issues to any user, in particular to WMO Members and to Regional WIGOS Centres (RWCs) for 
follow up.

Please click on the link below to navigate to the QC Tools:
https://esurfmar.meteo.fr/qctools/

ESURFMAR Marine Observation Monitoring Quality Control Tools 
(QC Tools)

https://esurfmar.meteo.fr/qctools/
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I - DEPLOYMENT
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Maintain the network  /  spatial strategy

- Ajust the drop to the net gape

- Avoid early grounding

3 GLOBAL TOOLS

  

  

OceanOPS density driting buoys

Copernicus ocean visualisation tools (expert)
aoml noaa phod gdp deployment value (kmz)

https://www.ocean-ops.org/share/DBCP/Maps/DBCP_Density.png

https://marine.copernicus.eu/access-data/ocean-visualisation-toolshttps://www.aoml.noaa.gov/phod/gdp/ge_array.php

https://www.ocean-ops.org/share/DBCP/Maps/DBCP_Density.png
https://marine.copernicus.eu/access-data/ocean-visualisation-tools
https://www.aoml.noaa.gov/phod/gdp/ge_array.php


II – MONITORING – POLICY
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• Detect anomalies

• Schedule controls

• Weekly

• Monthly

• Corrective actions

https://esurfmar.meteo.fr/qctools/

https://www.ocean-ops.org/share/DBCP/Maps/DBCP_Density.png


II – MONITORING – QCTools
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Blacklists

Monthly stats

Daily data plot



II – MONITORING – QCTools Blacklists 
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Link CTR panel



II – MONITORING – QCTools control Panel
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Made specially for VOS

Also mainly available for buoys

Link dataplot obs vs model



II – MONITORING – QCTools Blacklists dubious AP
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II – MONITORING – QCTools Blacklist SST       Dataplot obs vs model
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Ashore – SST anomaly Leaving sea ice  – correct SST 



II – MONITORING – QCTools
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https://esurfmar.meteo.fr/qctools/

Monthly stats



II – MONITORING – QCTools monthly controls
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II – MONITORING – QCTools monthly stats    1 buoy
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Id

Parameter

Table/graphs



II – MONITORING – QCTools monthly stats    1 country
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Country

Period

Platform type

All / only warnings

Link buoy stat

Link CTR panel



II – MONITORING – QCTools
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https://esurfmar.meteo.fr/qctools/

Daily data plot



II – MONITORING – QCTools Dataplot
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WMO id

# days

Data or comparaison

1 parameter or all

Daily update at 12UTC with data from the day before

Observation+ models analysis



II – MONITORING – QCTools Dataplot
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parameter « all in the same page »

Type « quality control plot »

facility to create a direct link

https://esurfmar.meteo.fr/cgi-

bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all

&period=30

https://esurfmar.meteo.fr/cgi-bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all&period=30
https://esurfmar.meteo.fr/cgi-bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all&period=30
https://esurfmar.meteo.fr/cgi-bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all&period=30


II – MONITORING – QCTools Dataplot obs vs model    some tipical issue
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Degradation (std+bias)
Intermittent gross error

Sudden Bias (grounding)
Gross error // Baro failed



II – MONITORING – QCTools Dataplot
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create a direct link

https://esurfmar.meteo.fr/cgi-bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all&period=30

wmo id

type=0  model vs obs

type=1  obs

type=11 obs (scaled)

sns={parameter} ap, sst, …, all

period={nb of days}

Easy to make links for all the buoys of a network

(website, excel, …)

https://esurfmar.meteo.fr/cgi-bin/dataplot_surfmar.cgi?wmo=4101729&type=0&sns=all&period=30


II – MONITORING – schedule controls
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• Daily deployments, buoys under survey, blacklist AP

• Weekly all blacklists, date of last data, of last position

control sensor stopped (90d.)

• Monthly   presence of drogue, all stats



II – MONITORING - CORRECTIVE ACTIONS / updating

28

• Bad data > at least 4 days

• stop sensor   / update metadata for community

• keep weekly controls on raw data (back to good data) during 90 days

• Constant bias on SLP (DBCP Technical Document No.37 v1.4 26 jan 2021 )

• Put an offset on SLP before diffusion on GTS

• Pay monthly attention to the evolution of biases

• Droguepresence detection

• Submergence / Time to first fix (raw data)



LINKS
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https://esurfmar.meteo.fr/qctools/

https://www.ocean-ops.org/share/DBCP/Maps/DBCP_Density.png

https://marine.copernicus.eu/access-data/ocean-visualisation-tools

https://www.aoml.noaa.gov/phod/gdp/ge_array.php

https://marine.copernicus.eu/access-data/ocean-visualisation-tools
https://www.aoml.noaa.gov/phod/gdp/ge_array.php
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QC - VOS stations
ESURFMAR Marine Observation Monitoring 

Quality Control Tools (QC Tools)

Steffen.Steinmoeller@dwd.de
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ESURFMAR Marine Observation Monitoring Quality Control Tools (QC 
Tools)

https://esurfmar.meteo.fr/qctools/

The „VOS Indiv Control Panels“ link brings you to the following site (page 2)
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ESURFMAR Marine Observation Monitoring Quality Control Tools (QC 
Tools)

https://esurfmar.meteo.fr/cgi-bin/display_vos_ext.cgi?callchx=AZGM4MC Change the bold letters to
your known call sign/SOT-ID in 
the adressbar to check 
stations that are not on the 
blacklist.

Brings you to the QC plots for
the different meassured
parameters of a station. (page
3)
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What could be the reason that a plotpoint is not on the 0-line?

A : Faulty barometer, which needs to be recalibrated or
replaced
B : Door not opened prior to reading barometer to
equalise pressure
C : Barometer reading and/or ships position were not 
taken at the observation time
D : The TurboWin (or TurboWeb) computer time 
settings are incorrect, and need to be checked
E : The observer has incorrectly read the barometer
F : The observer has manually added a height
correction to the barometer reading not realising that
the
TurboWin program automatically applies this
correction (resulting in a double height correction)
G : The observer has used the barograph, or an 
uncalibrated ships barometer, instead of the
barometer designated to take the pressure readings

NB : Important is the possibility that model analysis is
incorrect !

First guess from the plot is that an additional high 
correction is applied and then entered into TurboWin.
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Examples for the pressure values

What we like to see. And what we can encounter…
  Many plotpoints around the 0-line.
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Examples for the pressure values

It‘s an common error that often an additional high correction is applied.



6

Examples for the pressure values

Could be an additional high correction or a faulty
barometer, which needs to be recalibrated or
replaced.
Get in contact with the vessel to find out more.

Here we are not so sure ourself at the moment, 
what results in too high reported pressure
values of the automatic weather station. We
probably have to deactivate and replace the
sensor.
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Examples for the pressure values

Some outliers for the pressure values. Here we can
see that the last reported position in the weather
obs of the vessel/station is on land which results in a 
flag.

Of course, the barometer could also have been read 
incorrectly.
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If the values deviate too often or are too high/low, the time has come to get to work. When visiting the 
vessel or contact the crew via e-mail, you inform them about the situation of the particular value on 
board.

It’s often sufficient to inform the crew to rectify the additional high correction error. 
Sometimes it’s necessary to determine a correction value for the used barometer. Ask the crew to send 
you their readings the next time they enter a harbour. Now you compare the values with an official 
weather station or airport and provide them with a "Barocheck certificate".

Stay in contact with the vessel and update the 
crew about the status within the next 1-2 
weeks. Are the values back on the 0-line or do 
you need to take further actions.
Like replacing the barometer.
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Generate a good looking QC Report when visiting or to inform the vessel

Choose from the options which parts you want to integrate
into the report. Afterwards press confirm to generate the
report.
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OceanOPS QC Relay

Martin Kramp
OceanOPS

WMO
MKramp@wmo.int
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• OceanOPS is the GOOS metadata repository and populates OSCAR, connected to WDQMS
• At least basic sensor information are mandatory for any OSCAR metadata submission
• Instrument operators are automatically alerted when their stations are on a blacklist
• Data users can also submit a notification to operators when they identify doubful data 
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As soon as such stations/platforms appear on the blacklist….
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…contact persons from the program definition receive an automated email:
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Links from the email lead to 
- the corresponding blacklist
- the corresponding OceanOPS QC tab of the blacklisted station/platform
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In the OceanOPS QC tab, 
- the operator of the station/platform can provide feedback
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In the OceanOPS QC tab, 
- Data users can alert an operator if they identify doubtful data
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The WDMQS will take metadata in OSCAR, which is populated by OceanOPS…

…if mandatory metadata (eg basic sensor information) were submitted to OceanOPS
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Example: Metadata from a drifter of the TRUSTED project:
Meteo-France →OceanOPS →OSCAR  →WDQMS
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Example: Metadata from a drifter of the TRUSTED project:
Meteo-France →OceanOPS →OSCAR  →WDQMS     (continued)
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ANSWERS:

1. Why is data quality important?
• Data we collect feeds into Numerical Weather Prediction models and is critical for improving 

the skill of these models
• In-situ observations over the ocean are sparse and can prove to be a valuable tool for 

forecasters, particular in severe weather scenarios.

2. How can I monitor data quality for VOS and DBCP platforms?
• WIGOS Data Quality Monitoring System (WDQMS)
• ESURFMAR Marine Observation Monitoring Quality Control Tools (QC Tools)

3. Who is responsible for taking follow-up actions to correct deficiencies?
• VOS and Buoy Program Managers
• Port Meteorological Officers
• Buoy operators sharing data to the GTS

4. Where can I go to get help with improving marine data quality from my network?
• Ship Observations Team (SOT) Task Team for Recruitment Promotion and Training (TT-RPT)

• sot-tt-rpt@groups.wmo.int
• Data Buoy Cooperation Panel Task Team on Impact and Value (TT-IV)

• dbcp-tt-div@groups.wmo.int

mailto:sot-tt-rpt@groups.wmo.int
mailto:dbcp-tt-div@groups.wmo.int
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REMINDER:

13th Session of the Ship Observations Team
Plouzane, France 1-4 April 2025

Hybrid – you can still register for remote participation

www.ocean-ops.org/sot/sot13

http://www.ocean-ops.org/sot/sot13
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